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Coherent light detection and ranging (LIDAR) offers exceptional sensitivity and precision in measuring
the distance of remote objects by employing first-order interference. However, the ranging capability of
coherent LIDAR is principally constrained by the coherence time of the light source determined by the
spectral bandwidth. Here, we introduce coherent two-photon LIDAR, which eliminates the range limitation
of coherent LIDAR due to the coherence time. Our scheme capitalizes on the counterintuitive phenomenon
of two-photon interference of thermal light, in which the second-order interference fringe remains
impervious to the short coherence time of the light source determined by the spectral bandwidth. By
combining this feature with transverse two-photon interference of thermal light, we demonstrate distance
ranging beyond the coherence time without relying on time-domain interference fringes. Moreover, we
show that our coherent two-photon LIDAR scheme is robust to turbulence and ambient noise. This work
opens up novel applications of two-photon correlation in classical light.
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Introduction.—Light detection and ranging (LIDAR) is
an active remote sensing technology widely employed in
various applications, including geospatial mapping, auto-
nomous vehicles, and 3D imaging [1]. In commercial
applications, LIDAR systems typically utilize incoherent
detection, which relies on time-of-flight measurements of
the reflected laser pulse to determine distance. Coherent
LIDAR, operating through the interference of the reflected
laser and reference laser, offers additional benefits such as
ambient light suppression and enhanced sensitivity [2].
However, the coherence time, determined by the spectral
bandwidth of the light source, imposes a new limitation on
the maximum detection range of coherent LIDAR in
addition to the laser power, which is common to both
incoherent and coherent LIDAR systems [3]. When the
target distance exceeds half of the longitudinal coherence
length (i.e., the coherence time multiplied by the speed of
light in vacuum), coherent LIDAR experiences signal
quality deterioration caused by random phase noise [4].
Overcoming these limitations is a crucial step in unlocking
the full potential of coherent LIDAR and advancing LIDAR
technology [5].
In this Letter, we propose and demonstrate a novel

concept of coherent two-photon LIDAR with incoherent
light, which effectively eliminates the range restriction
imposed by the spectral bandwidth of the light source. Our
method significantly diverges from traditional coherent
LIDAR by harnessing the counterintuitive phenomenon
of two-photon interference of incoherent (thermal) light,
predicated on the extraction of extremely long two-photon
coherence from a short coherence light source. Notably, our
scheme provides accurate and precise ranging of a remote

object situated far beyond the coherence time dictated by
the spectral bandwidth of the light source. Further, our
coherent two-photon LIDAR demonstrates robustness
against ambient noise and atmospheric turbulence, a trait
attributed to the correlation measurement and two-photon
interference. Also, our coherent two-photon LIDAR with
incoherent light is qualitatively different from previously
reported two-photon LIDAR schemes [6,7], where the
time-of-flight measurement of an optical pulse is performed
via two-photon absorption/detection [6] or via Hong-Ou-
Mandel-like classical interference [7–9].
Conceptual scheme.—The conceptual scheme for coher-

ent two-photon LIDAR with incoherent thermal light is
shown in Fig. 1. First, a continuous-wave (CW) thermal
light source is prepared by focusing a CW laser of wave-
length λ and the spectral bandwidth Δλ (thus defining the

FIG. 1. Conceptual scheme of coherent two-photon LIDAR.
CW thermal light of bandwidth Δλ passes through a double slit
whose slit separation d is larger than the transverse coherence
length, so no first-order interference occurs at the detectors. D2

registers light reflected from a remote object (not shown) and
z2 − z1 ≫ lc, where lc ≈ λ2=Δλ. We consider the intensity
correlation between the signals at D1 and D2.
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longitudinal coherence length lc ≈ λ2=Δλ) on a slowly
rotating ground disk [10,11]. The CW thermal light is
then sent through a pair of pinholes A and B separated by
distance d. Detectors D1 and D2 are located at distances z1
and z2 from the double pinhole, respectively. The pinhole
separation d is larger than the transverse coherence length
of the thermal light, so no first-order interference is
observed at the detectors.
Consider the second-order intensity correlation between

the signals at detectors D1 and D2. For thermal light, the
second-order intensity correlation does not require quan-
tum theory [12,13], but the quantum optical description
involving probability amplitudes helps to develop a simple
heuristic picture of the second-order interference effect
[14]. For the scheme shown in Fig. 1, the two-photon
probability amplitudes that lead to second-order interfer-
ence are as follows: (i) a photon from pinhole A is detected
atD1 and a photon from pinhole B is detected atD2 (the red
solid lines in Fig. 1), and (ii) a photon from pinhole A is
detected at D2 and a photon from pinhole B is detected at
D1 (the red dotted lines in Fig. 1). In the classical regime,
these two-photon probability amplitudes can be picked up
by the intensity fluctuation correlation hΔI1ΔI2i, where
intensity fluctuation of detector D1 at position x1 is given
by ΔI1 ¼ Iðx1Þ − hIðx1Þi and ΔI2 is defined similarly [15–
17]. The intensity fluctuation correlation hΔI1ΔI2i in the
far-field approximation is calculated to be

hΔI1ΔI2i ∝
��eikðrA1þrB2Þ þ eikðrA2þrB1Þ

��2
∝ 1þ cos ½kðrA1 þ rB2 − rA2 − rB1Þ�; ð1Þ

where the widths of the pinholes are assumed to be
infinitesimal, and the optical path rA1, for instance, is from
pinhole A to D1. Other optical paths rA2, rB1, and rB2 are
defined similarly. This leads to two-photon interference in
the transverse plane x1 and x2 as

hΔI1ΔI2i ∝ cos2
�
πd
λ

�
x1
z1

−
x2
z2

��
; ð2Þ

where λ is the central wavelength of the thermal light. It is
important to point out that, unlike first-order interference,
which is range limited by the longitudinal coherence length
lc ≈ λ2=Δλ, two-photon interference of thermal light, rather
counterintuitively, is completely insensitive to the coher-
ence length lc ≈ λ2=Δλ [18,19].
The working principle of range-unlimited coherent two-

photon LIDAR using incoherent thermal light can be
derived from Eq. (2). The condition for constructive
two-photon interference is given by

x2 ¼
z2
z1
x1 −m

λz2
d

; ð3Þ

where m ¼ 0;�1;�2;…. Detector D1 is positioned at a
known distance z1 from the double slit, and detector D2

registers photons reflected from a remote object (not shown
in the figure) with z2 − z1 ≫ lc. We can, therefore, ex-
tract an unknown distance z2 from the slope of the two-
dimensional two-photon interference fringe in the (x1, x2)
plane with the known reference distance z1. It is worth
pointing out that the two-photon interferometric ranging
using thermal light does not require knowledge of the
wavelength and that of the double pinhole.
Experimental results.—We now describe the experimen-

tal setup to demonstrate range-unlimited coherent two-
photon LIDAR using thermal light. The experimental setup
is shown in Fig. 2(a). A CW diode laser (CUBE, Coherent)
having the central wavelength of λ ¼ 783.05 nm and the
full width at half-maximum (FWHM) bandwidth of
Δλ ¼ 52 pm, see Fig. 2(b), is used to generate thermal
light by passing it through a rotating ground glass disk. The
longitudinal coherence length of the CW diode laser is
measured to be, according to the Gaussian fit to the spectral
data, lc ¼ ð2 ln 2=πÞðλ2=ΔλÞ ≈ 5.2 mm. (The correspond-
ing coherence time is 17.3 ps.) The transverse coherence
length is determined by the rotating ground disk and can be
measured by the intensity autocorrelation of images obtai-
ned using a camera (CS165MU, Thorlabs). Consider an
intensity value Iðxi; yj; tkÞ, where ðxi; yjÞ is the pixel
coordinate and tk is the kth image frame recorded at the
camera. The transverse intensity autocorrelation is given by

gð2Þðxi − x0Þ ¼
hIðx0ÞIðxiÞiy;t

hIðx0Þiy;thIðxiÞiy;t
;

where x0 is the horizontal center position of the images and
hIðxiÞiy;t ¼ ð1=NMÞPN

j

P
M
k Iðxi; yj; tkÞ, with N being

the total number of vertical pixels per image frame and
M being the total number of image frames recorded. The
measured transverse spatial second-order correlation func-
tion gð2Þðxi − x0Þ is shown in Fig. 2(c), and the thermal
nature of the light source is clearly demonstrated with
gð2Þð0Þ ¼ 1.96. The transverse spatial coherence length is
measured to be 135.7 μm at FWHM.
The thermal light is then sent through a double pinhole

and immediately split into two beams with beam splitter
(BS), see Fig. 2(a). The double pinhole has the pinhole
separation d ¼ 0.5 mm, and each pinhole has a diameter
w ¼ 0.1 mm. The reflected beam at BS is detected at
CMOS1 at the optical path z1, and the transmitted beam at
BS is sent to a remote object. The reflected beam from the
remote object is detected at CMOS2 at the total optical path
z2 ¼ z02 þ 2zo. At both of the CMOS cameras (CS165MU,
Thorlabs), no Young-type first-order interference is
observed because the transverse coherence length of the
thermal light is much smaller than the pinhole separation
of 0.5 mm.
The protocol for remotely estimating the object distance

z2 from the two-photon interference of thermal light
beyond the coherence time is schematically shown in
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Fig. 2(d). First, two-photon interference is observed in the
intensity fluctuation correlation between CMOS1 [with
ðx1; y1Þ pixel coordinate] and CMOS2 [with ðx2; y2Þ pixel
coordinate]. Note that CMOS1 distance z1 is measured
locally, and we aim to measure the object distance
z2 ¼ z02 þ 2z0. We also emphasize that, to clearly demon-
strate coherent two-photon LIDAR beyond the coherence
time, the condition z2 − z1 ≫ lc, should be strictly satis-
fied. The intensity fluctuation correlation between CMOS1
and CMOS2 is obtained as follows:

hΔI1ΔI2iy;t

¼ 1

NM

XN
j

XM
k

ΔIðx1i; y1j; t1kÞΔIðx2i; y2j; t2kÞ; ð4Þ

where, for instance, the intensity fluctuation at pixels on
CMOS1 is defined as ΔIðx1i; y1j; t1kÞ ¼ Iðx1i; y1j; t1kÞ−
hIðx1iÞiy;t. In the experiment, N ¼ 1, 080 is the number of
vertical pixels per image, and M is the total number of the
frames recorded (typically M on the order of 103).
To optimize the value of the fluctuation correlation

hΔI1ΔI2iy;t in Eq. (4), we adjust the vertical offset
(y2j ¼ y1j þ Δy) and the temporal offset (t2k ¼ t1k þ Δt)
as follows. Consider the pair of one-dimensional data for
the vertical pixels hIðy1jÞix;t and hIðy2jÞix;t, and the pair of
one-dimensional for the frame numbers hIðt1kÞix;y and
hIðt2kÞix;y. The vertical pixel offset and the temporal offset,
respectively, are identified by maximizing the cross-
correlation between hIðy1jÞix;t and hIðy2jÞix;t, and between
hIðt1kÞix;y and hIðt2kÞix;y. We utilized the fast-Fourier

transform (FFT) to calculate the cross-correlation fast
and efficiently [20]. Once the offset values Δy and Δt
are identified, the intensity fluctuation correlation in
Eq. (4) is maximized using the offset values, hΔI1ΔI2iy;t¼
ð1=NMÞPN

j1

P
M
k1ΔIðx1i;y1j;t1kÞΔIðx2i;y1jþΔy;t1kþΔtÞ.

We note that the vertical offset correction is not always
necessary, and a summation over the vertical pixels is
usually sufficient. There are, however, situations in which
such corrections may be useful. Refer to the Supplemental
Material [21] for details.
The resulting experimental data, two-photon interference

of thermal light revealed in the intensity fluctuation
correlation in the (x1, x2) plane as a function of varying
object distance z2 with z2 − z1 ≫ lc, are shown in Fig. 3(a).
As expected from Eq. (3), the interferometric fringe slope
becomes steeper with z2. The fringe slope can be extracted
by FFT followed by the radon transform. The Fourier
transform of the fringe pattern has three peaks at the
spatial frequencies ½ð2πd=λz1Þ;−ð2πd=λz2Þ�, (0,0), and
½−ð2πd=λz1Þ; ð2πd=λz2Þ� as shown in Fig. 3(b). FFT
converts a difficult global detection problem in the image
domain into a more easily solved local peak detection
problem in the spatial frequency domain. Note that the
slopes of the interference fringes and the Fourier peaks are
perpendicular to each other. The radon transformation of a
two-dimensional Fourier spectrum in Fig. 3(b) is obtained
by projecting the pixel value at an angle θ with respect to
the abscissa and is described by the relation [22,23]

Rðρ; θÞ ¼
Z

∞

−∞
fðx; yÞδðρ − x cos θ − y sin θÞdxdy; ð5Þ

FIG. 2. (a) Schematic of the experimental setup. CMOS1 and CMOS2, respectively, are positioned at the optical paths z1 and z2 from
the double pinhole, and z2 − z1 ≫ lc. (b) The spectrum of the diode laser. (c) The transverse spatial coherence of the thermal light.
(d) The distance z2 is calculated from the angle θs of the two-photon interferogram.
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where δ is the Kronecker delta function and ρ is the distance
from the origin to the perpendicular offset of the line
y ¼ x tan θ. As a result, two sinusoids, the radon transforms
of off-center Fourier peaks in the spatial Fourier spectrum,
cross each other at a certain angle θs. Figure 3(c) shows the
radon spectra of the corresponding two-dimensional
Fourier spectra. Finally, the distance z2 ¼ z02 þ 2z0, where
z0 is the distance of the remote object, is estimated
from z2 ¼ z1 tan θs.
Note that the accuracy of estimating the remote distance

z2 is also dependent on how accurately the reference
distance z1 is measured. Although z1 may be measured
locally, we exploit the two-photon interference effect
due to the double pinhole observed on CMOS1 to estimate
the reference distance z1. In the far zone, taking into
consideration of the finite pinhole size, the second-
order interference-diffraction pattern is given by [15],
hΔI1ðxiÞΔI1ðxjÞiy;t∝sinc2ðπwΔx1=λz1Þcos2ðπdΔx1=λz1Þ,
where Δx1 ¼ xi − xj is the distance between pixels
xi and xj on the CMOS1. The experimentally ob-
tained one-dimensional interference-diffraction pattern
hΔI1ðxiÞΔI1ðx0Þiy;t, where x0 is the horizontal center
position of CMOS1, can be used to accurately estimate
the reference distance z1.
Discussion.—For coherent LIDAR, light detection must

inherently be limited to a single optical mode as interfer-
ence between the reference and the reflected light is
measured. Therefore, the optical mode distortion caused
by atmospheric turbulence results in severe degradation of

detected optical power, making coherent LIDAR extremely
susceptible to atmospheric turbulence [24,25]. For the two-
photon coherent LIDAR presented in this work, the scheme
is inherently robust to atmospheric turbulence [26].
Consider arbitrary phase fluctuation eiϕ

t
A and eiϕ

t
B affecting

the optical paths between the double pinhole and the remote
object in the conceptual schematic shown in Fig. 1. The
phase factors eiϕ

t
A and eiϕ

t
B refer to, respectively, time-

dependent phase fluctuation introduced to the optical paths
between pinhole A and pinhole B to the remote object. The
intensity fluctuation correlation in Eq. (1) is then revised to

hΔI1ΔI2i ∝
��eikðrA1þrB2Þþiϕt

B þ eikðrA2þrB1Þþiϕt
A

��2
∝ 1þ cos ½kðrA1 þ rB2 − rA2 − rB1Þ þ Δϕt�;

where Δϕt ¼ ϕt
B − ϕt

A is the relative phase difference. As
the atmospheric coherence length (i.e., the Fried parameter
r0, which is defined as the diameter of a circular area over
which the rms wavefront aberration due to the transmission
through the atmosphere is equal to 1 rad) is significantly
larger than the separation distance between the pin-
holes, our scheme is inherently robust to atmospheric
turbulence [27].
Moreover, our two-photon coherent LIDAR scheme is

robust to ambient light noise [28]. Consider optical
intensity recorded at D2, which includes the optical path
for the remote object: the signal intensity is Is and the
ambient noise contribution is In. The intensity fluctuation

FIG. 3. Experimental data. The reference distance z1 ¼ 225.9� 0.8 mm. (a) Two-photon interferogram revealed in hΔI1ΔI2i for
different object distances z2. (b) Two-dimensional FFT of the interferogram reveals three distinct peaks aligned on a straight line.
(c) Radon spectra of the 2D FFT reveals the fringe angle θs. The remote distance z2 is estimated from z2 ¼ z1 tan θs.
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correlation can be written as hΔI1ΔI2i¼hΔI1ΔðIsþInÞi¼
hΔI1ΔIsiþhΔI1ΔIni. Since the fluctuation of the ambient
light ΔIn is independent of ΔI1, the second term vanishes
and does not affect the result. Hence, our two-photon
coherent LIDAR scheme is also robust to ambient
light noise.
Analysis.—Although our coherent two-photon LIDAR

eliminates the range limitation of coherent LIDAR due to
the coherence time of the light, the object distance z2 is
estimated from the measured slope tan θs of the interfero-
gram in the ðx1; x2Þ plane via tan θs ¼ z2=z1. Since the two-
photon interferogram is obtained from intensity fluctuation
correlation between pixels at two detectors, see Eq. (4), the
slope measurement is limited by the number of horizontal
pixels. A simple solution is to use larger sensors or to
introduce a telescope system with a magnification factor of
M in front of CMOS2 in Fig. 2, modifying Eq. (2) to
cos2

�ðπd=λÞ�ðx1=z1Þ − ðMx2=z2Þ
	

. Consequently, the

slope of the interferogram is reduced to tan θs ¼
z2=ðMz1Þ, allowing us to extend the measurement range
by a factor of M.
We now analyze the sensitivity of our scheme by calcu-

lating the Cramér-Rao bound. Considering Eq. (2), we
adopt a sinusoidal signal model Sðn1; n2Þ ¼ Ī2ð1þ
V cos ½ω1n1 − ω2n2�Þ, where Ī is the mean pixel value, V
is the two-photon interference visibility, and n1 (n2) is the
pixel number in the x1 (x2) direction. The spatial frequency
of the two-photon interference in the x1 (x2) direction is ω1

(ω2). By considering the Poisson random variable approach
[29], the Cramér-Rao bound for the standard deviation σz2
of the z2 measurement is approximately found to be

ðσz2Þ2 ≥ ½3=ð1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − V2

p
Þ�ðz2=Īω2N2

HÞ2, where NH is
the number of horizontal pixels; see the Supplemental
Material [21] for detailed calculations for the Fisher
information. This result clearly shows how certain exper-
imental parameters affect the distance measurement accu-
racy in our scheme.
In summary, we have proposed and experimentally

demonstrated coherent two-photon LIDAR, eliminating
the range limitation of coherent LIDAR due to the
coherence time of the light source defined by the spectral
bandwidth. By exploiting the two-photon coherence and
two-photon interferometry of thermal light, in which the
second-order interference fringe remains impervious to
the short coherence time of the light source, we have
demonstrated distance ranging beyond the coherence time
without relying on time-domain interference fringes.
Furthermore, we have shown that our coherent two-photon
LIDAR scheme is robust to atmospheric turbulence and
ambient noise. We anticipate that this work will open up
various novel applications of two-photon correlation in

classical light and quantum-inspired applications of
classical light.
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